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Introduction

Conventional graph neural network based

methods usually deal with each domain separately,

or train a shared model to serve all domains. The

former fails to leverage users’ cross-domain

behaviors, making the behavior sparseness issue a

great obstacle. The latter learns shared user

representation with respect to all domains, which

neglects users’ domain-specific preferences.

In this paper, the author proposes H3Trans, a

hierarchical hypergraph network based correlative

preference transfer framework for MDR, which

represents multi-domain user-item interactions into a

unified graph to help preference transfer.
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PRELIMINARIES：

user set：

Unified Multi-domain Graph:
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Message Passing Module：

hyperedge-i

Path-based: 

Embedding-based: From target domain find 

the top-k similar items 

Embedding Module.：

Graphormer Layer：
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hyperedge-u

Multi-head Attention Layer：
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Readout Module：

Prediction Module：

Model Optimization ：
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Experiments
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